DELFT UNIVERSITY OF TECHMOLOGY
Faculty of Electrical Engineering, Mathematics, and Computer Science
[nformation and Communication Theary Group

ExAMINATION MULTIMEDIA COMPRESSION
Wednesday November 1, 2006 (9 am -12 noon)

The questions are posed in English. Answers o open guestions {Section 8) can be efther in Dutch or
Englich, depending on yowr preference. Keep your answers as conose as possibie, Amswers o the
muitinle cholce questions (Section A) should be written on 4 separate sheet of paper.

This exam has an open question and a multiple choice section

A. Multiple Choice Questions Section (28 questions)

Fraluaie the statements ghven, or find the question fo the posed question(s) then select the comect
answer (a3, b, ¢ or d) and fill out the answer on the answer form, Do not forget to hand-in this answer
form.

AL, Statement I :  Varable length encading is a reversible coding tecﬁnique,
Statement I1 :  Quantization Is a reversible coding technigue.

Answers: {a} Iand II are both comrect {c) Only II is correct
(kY Only 1 ls correct i{d) Meither I nor II Is correct

57 Statermentl :  Uncorrelated signals can not be compressed kosslessly,
Sratement T1 ¢ With lossy compression amy compression factor is attainabie.

ANEWErS: (a) 1and]II are both correct {c) Only Il is correct
(b} Only I is correct {dy Melther I nor 1T is correct

A3, We consider the Lemped-Ziv (LZ78) coding of the following bit string:

pololoiioQo0ol0i001001000

ergtement 1 ¢ The LZ78 coding of this kit string ylelds a partitioning into 10 substrings kit
patterns or dictionary entries)
Staternent IT ¢ The last substring {bit pattern or dictionary entry] is "000"

ARSwers: (a} IandIl are both comect {c) OnlyII Is correct
(b)Y Only I s correct {d] Meither I nor I is correct

Ad, Statement 1 ¢ The entrapy of a scalar quantizer's representation levels Is always smalier than
or equal to the average codeword length of a Huffman code.
Statemnent 11 The average codeword length of a Huffman code of a symmetric scalar quantizer
with 3 ar more represantation levels is always larger than 1 bit per symbol,

Ancwers: (a} IandII are both comect {c) Only II is correct
(b} Only ! Is correct {d) Meither I nor I Is correct
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A5, Given is the fallowing S-leved scalar quantizer, designed far a signal with u = Oand o=1:
Number Representation |  Probabllity |
Level _
1 -2.25 0.055
2 -0.84 0,221
— 0.00 D448
4 .24 0221
5 2.25 0.055
The entropy H%) of this quantizer is equal to:
ANSWErS: {a) 0.5B5 bit/quantizer level fc] 1942 bitf quantizer level
(b} 1.346 bitfquantizer level fd) 2322 bit/ quantizer level
B, Given I5 the S-level scalar Lloyd-Max quanﬁze'r designed for a signal with g = 0 and o =1: y
Number Representation Probability
1 -2.25 0.055
2 -0.84 e
3 0.00 0448
4 0.54 gars
5 2.25 . 0.055 1

Craternent 11 The quantizer has a dedision threshold at —0.42,
Statement I1:  The quantizer is a uniform quantizer.
ANSwers. fay 1and Il are both comect (c) Only I Is cofrect

{b) Only 1is carrect fd) Neither I nor 11 Is corect

AT, Given are the four VLC codes for a S-level scalar quantizer designed for a srgnél with =0

and o =1:
Number | Representation | Probability | VLC vLC | VLC | VLC
Level : codel | code2 code3 coded |
1 =2.25 0.055 (1 a1 10 (4]
2 -0.84 0.221 01 0o0 01 T .
3 Q.00 0448 1 1 1 ]
4 .54 0221 00t | oo oo g1
[ 5 2,25 0.055 o000 | 0011 Qa0d 13

The uniquely decodable YLC code that yields the shartest average codeword length Is:

Answers:

{a) VLCcode 1
(b} VLC code 2

(c} VLC code 3
(d) VLC code 4
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AR, Given is the following 5-level (protatype) scalar quantlzér designed for a 5Tgnal with 1 = [} and
> = 1: ]
Number | Representation
Level
e L ;E_.ES
= 2 084
3 0.0
- 4 0.B4
5 .25
The variance of the signal to be quantized |s o = 2., In order to match the pratobype quantizer
to this signal, the guantizer dedsion and representation levels are scaled.
Statemment 1:  The scaled quantizer has a representation kevel at 5,00
Statement II: 1 &, (X is the entropy of the above prototype quantizer, the scaled quantizer
has entropy H,(X) - log, (o) = H (X} + 2
Answears: fa) 1and II are both comect (€] Only II is correct
{b) Only I s comrect {d} Meither I nor IT is correct
5 e tanaider the DPCH coding of a Gaussian distributed signal x(£) with the autacorrelation
function &, (k). The variance of (&} |s o) =1600, and the variance of the prediction
difference AM&) isol, =100,
cratmment [:  The theoretically expected gain of DPCM over POM is 4 bit/sample.
Ctatement II:  The larger the variance of a signal is, the larger the prediction gain will be.
Answars: fa) 1and 1l are both comect {c) Only 11 Is coarect
{b) Only 1 is correct (d] Meither I nor II Is correct
Al0. Gwen |5 a signal & with the fallowing autocorrelation function:

A (k=20 (0.8)"

The signal (&) is encoded using DPCM. The DPCM system makes use of a first erder lnear
predictor with prediction coefficient /..

The aptimal prediction coefficient fy is equal to

Answers: (&) M =00 ic) m= 08
{b) =02 (d) f=-02

All.

Given Is @ signal X &1 with the following autocorrelation furction:

R,k = 20 (0.8

The signal %) is encoded using DPCM. The DPCM system makes use of a first crder linear
predictor,

The prediction gain G, is equal to:
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Answers: {8) G,=1 (€} G,=5

®) &, -2 (d) G.=20

AlZ.

Etatement 1 - For uncomelated signals, the prediction gain can be made larger than 1 by
chaasing the proper order for the linear predictar.
ctatement 11 For uncomelated signals, the optimal prediction coefficents /, are all equal to 1.

Answers: {a) 1andIl are both comect {c) Only II Is comect
(6] OnlyIis correct {d) Meither I nor I1 is correct

| AL3.

Given is the following DPCM system

IS S — ¥

x[k}——ﬂ?—r! (1) p{____{z_]_mﬂi—p-.-:h:lf[:'mﬂ.._
& e

I
| Predictor d—| hermary

ANSWErs:
(a) Tha quantizer shoubkd be at position (1), and the operation at (3} should be addition {+)
(b} The quantizer should be at position (2), and the aperation at {3} shauld be addition (+)
() The quantizer should be at position (1), and the operation at {3) should be subtraction (-}
{d) The quantizer shauld be at position (2), and the cperation at (3) should be subtraction (-}

Ald,

Given are the following two-dimensianal predictars (the index / indicates the line number, the
Index j the column number in the picture}:

Predictor 13 (i, 7} = D2x(, § — 1)+ D.2x(l, J + 1) + D20l =1, £+ 0.2x(0 +1, /)
Pradictor2: x(i, J1=04x(i -1, f -1+ 03x(f -1, f}

Staterment I @ Predictor 1 can be used for DPCM encoding of Images.
Statement 11 ;  Predictor 2 can be used for DPCM encoding of images,

ANEWErs: {a] Iand 11 are both correct {c} Only Il is correct
(b} Qmnly1ls correct {d} Meither I ror II is correct

AlS,

We consider an image for which the following values of the 2-dimensional autocarrelation
function &, (/, i} have been calculated

RoA-1-1) A,(-10) se,,(-u:.] 8.27 87 827
Rl =] R0~ R.(00) R(01) =95 100 95
RAL-1) RJLD)  RG1L) | [BIF B BT

If we wse the following 2-D predictor in a DPCM system:
¥l J) = axli, f-1)+ gxli =1,)

then the optimal prediction coefficients o and [i are equal to!
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Answears: (@) n=0.2870 andp = 0.950
(b} a=0822 and i = 0.155
{c) a=0.729 and i = 0.267
{d] o=0.155 and | = 0.822

216, Given Is the following decorrelating transform T for the case W=4
¥ ¥o B ¥
T }'::' %".:i _é{ = _.':I"':ITn
¥ ,.i{:l:lﬁ _}'; : ::III
7 }':'m' 4’5 ' .-'!'l:"lll_
Statement 1 : The vector {}5 ;}jﬁ o }ﬂ—t} is a basls vector of this transform,
Statement I 1 The transform 7 is not orthogonal.
SMEWErS {ay Iand I are both correct () Onlhy II is correct
{b) Only Ils cornect (dy Neither I nor II Is comect
17 Given are the following 16 basis-imagss Wy (i) used in transfom coding of Images with a block |
size of 424, Rk
T\*Wu{u} One basis-
imape of siza 4x4
pixels
Statement T All of these bask-images have to be mutually orthoganal.
Sratement 11: IF &, is the transform coefficient that belongs to basis-images W (L), then for
anyimage &, =-1, #, =0, or &, =1,
Answars: {a) 1andII are both comect {c) Only II is cofrect
(b} Cnly I s correct {d) Meither I nor II is commect
A18.  Consider the fallowing black diagram describing a videdo compression system:

o el T e
11I;ra."-n|:er/ ' IDCT
enaing

|

Muot. Comp MHem j

F

e wemmeo—p| Mot Estim, |<
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Statements:
{I} Forefficlent compression, the DCT should be at pesition {2,
{II} For efficient compressian, the DCT should be at position (3).
{111} Putting the DCT at positions (1) yields a proper motion-compensated DCT-based video
compression scheme,
(Iv} Putting the DCT at positions (1} or {2) ylelds equivalent compression systems if intra-
frame coding |5 applied.

ANSWErs: {a} All statements are comect {c) Only I and IV are conrect
(b Only II Is correct rd) Onby I and IIT are correct

A18,  Given is a signal 4 &) with zero-mean, of which the following auteeorrelation coeflicients are
Qiven;
R,(0) = 6.25, B (1)=4.75, R,(2)=3.25, R, (3} =2.75

Thie following 4x4 transform is applied to x£:

e 8 3 &1
e ¥ -w ~%
| = ¥ ;
% -% -B K

o=k ¥ <k

Statement T ;.  The resulting {four) trensform coefficients are uncorrelated.
Statement I ;  The variance of the first transform coefficients is equal to 18.0.

Answars: (8] I and Il are both correct (el Only ITis correct
(by Onby 1is comect (d)  Meither T nor IT s correct

L]

A20, Statement I:  The efficiency of DCT-based image compression is Independent of the block size
(2.0, dx4, BxB),
Statement 11:  The DCT is a powerful correlation-reducing transform, but it is nat identical to
the optimally decorrelating transform,

BSWErS: {a) T1and II are both correct {1 Onby 11 Is correct
‘8) Only Iis correct {d] Neither I nor IT is correct

AZ1, Givenisa signal x{ &) with zero-mean, af which the fnllnwi'ﬁ:g' autocorrelation coefflicients are
alven: R,(0) =5 and A,(1) = 3. Consider the following decorrelating Lransform:

1 1
Taik !
2|1 -1

The transform is applied ta the signal »[ £), yiekling the (sets of) decorrelated transform
coefficients (4, and &, . We wish to encode the signal x{£) at an average bit rate of 2 bit per

sample. The optimal bit allocation result for & and &,  denoted as {Rﬁ ,Rg? ;L Is

AnSwWers: (a) [Rs, ,RS:J =4, (o) {Rf__ 'RE |' =120
b R, R, |=03,1) @ 8 .R =22
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A77.  ‘We apply vector quantization to a 1-D signal 4 k), The code book is given by the follawing four
code book veciors:

Pl - il g =[-1,-2) y e {05 5) gr=10-31)
The average bit rate at which +{ &) will be compressed is equal to

Aniswers: {a) 2 bit/sample {c] 0.5blt/ sample
(B} 1bit/sample {d] Mok enough informaticn to answer this questian

AZ3.  We apply vector quantization to a 1-0 signal &) The first 8 samples of the signal X&) are given

by
A0) A1) M2) 3) H4) o5} AE) M7)
" A S | -3 g 3 0

The cade book is given by the following four code book veckors:
e S T 3 a={-1,-2) ag={0,5) g o=t <3,1}

The encoder uses the mean square error criterion in the encoding process. The encoder produces
the following sequence of code book addresses:

AMSWars: Ay 2+—4=3=3-1 {c) 2=1-4-1
] T=d=1=2-4-3~1 {d) Mone of the answers {a)-{c] are cormect

474, The following figure shows the bit rate-SNR performance for the JPEG compression af the 'Lena’
image using a different notmalization (guantization or weighting) matrix. In one case the |
standard JPEG normalizaticn matrix has been used, in the other case no narmalization matrlx (or
similarty, @ normalization matrix filled with identical values) has been used.

0.0 — SMA[48] =

: |

#5.0 -

20,0

1541

100 - |

T _ o]

B0 L l — .E“mr‘miﬂ
fg G2 04 0F B8 18 LE T4 1& 14 28

Sraternent T ¢ Curve "17 js the result of JPEG using the standard JPEG normalization matrix.
Ctaternent [1 @ The answer to the question “which of the twe normalization matrices yields the
best bit rate-SMR performance” is Image dependent.

Answers: {a) 1and ]Il are both correct {c) Only I Is comect
(b} Only 1 i correct {d) Meither I nor 11 Is comect

= —

A25.  The picture below shows an compressed [and decompressed) image that has been recelved with
bit errors in the comprassed bit stream. ;
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The compression technigue used (s

ANSWErS: {a) DPCM {c] Transform coding
{b) Vector guantization {d) Subband ceding

136, Wie consider the compression of @ memoryless Gausslan distribubed signal X It Is known thet the '
relation bebween bit rate and distortion is described by the following rate-distortion function:
e
R = tlog, =L |,
\ T )

Using this function we create the following bit rate versus SNE graph;

(3)

]| e ot (VAT R T (S I |

L
L o SNR II ’-H_‘_,,-f-""f-!#
s (1) 3% ¥
_'_,_i-
____,_.—- |
e ___..-o-"- sl
s (£} :
19 R Y
'l R |
" el | | | | | | L | i
| 1 X I G S T, R o SR M . A W i IO 1 e S R - R
Statements:

(1} Any scalar quantizer has a performance in area (2}, A scalar quantizer exists that has a
performance arbitrarily cose to the line Indicated by (3).

{11} Any compression system has a performance that lles in area (2). A compression system
exists that has a performance arbitrarly close to the line indicated by (3).

(III} Any scalar quantizer has a performance in area (1), A scalar quantizer exists that has a
performance arbitrarily close to the line indicated by (3).

(Tv) Any compression system has a performance that lies in area (1), A com pression sysbem
exists that has a performance arbitrarily close to the line indicated by (3).

Answers: (#) Only IT is correct {c) Only I and I1I are comrect
(b} Cnby 111 and IV are correct {d) Only I is correct
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A27. The quanﬁzafiun arrar r,r; of any 4x4 Image block a4/} that |5 subjeEt to a 4xd DCT transfarm
can be written as follows: !

; a4 o e e :

=33 S 3 A

where ﬁ,,,. = 2(#,,) are quantized DCT coefficents and W, (1)) are the DCT basis-Images.

At the position of the dots (...} in the above equation, we need ta fill in:

AnseErs: {ﬂ:l EPH U::' Eﬂww“rj}
(b} x{F, M) {d) The entire equation is incorredt

435, We consider mation estimation using block matching. The block size is Bx8, and the maximum
motion vector length is 4 horlzontally and 4 vertically, Calculate the number of mation vectors
that needs to be evaluated per 8xB block for full {brute force) search (FS) and one-at-a-time

search (OTS):
Bnswars: fa) FS:28 0TS 17 ey Fa:81 or5:17
(b) P5:81 OT5 9 (d) P55 oTS: 9
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B. Open Questions Section (6 questions)

BI.

Sketch the basic two-channel filter bank used in subband coding of signals, and name all
COMPONERts.

3 basic bwa-channel filter bank can be wsed as building block to decompose a signal into more
than twa subbands, Explain this principle and give as an example the decompasition struclure
used in wavelet coding.

B3.

In subband coding, the low-pass and high-pass filters used in the two-channel filterbank are not
ideal. Therefore, both the law-pass filiered and high-pass filtered subbands of the signal X ()
contaln a significant amount of aliasing i.e. X (@ + x) . Explaln in which way the overall transfier

funckion of the bwo-channel filterbank can still be allas free, assuming that the subbands are not |
quantized,

B,

Given is the fallawing decomposition of the "Lena” image into four subbands, The text pane on
the right hand side of the picture shaws the variance of the subbands.

Each of the subbands will be PCM encoded. The bit allocation procedure yields the following
optimally allocated bit rates:

Subband 1: 2.5B bpp Subband 3: 0.28 bpp
Subband 2:  1.08 bpp Subband 4 0.05 bpp

Calculate the average bit rate, and discuss the problemis) with the abave result of the bit
allocation,

Ectimate the overall distortion of the image shown above when using the given bit allocation |
result and assuming that the subband data is Gaussian distributed,

‘Explain In what way a mation-compensated video encoder exploits inter-frame and intra-frame |

comelations in videa sequences. Describe the principle of motion estimation (by hierarchical block |
matching} within metion-compensated video compresslan. i
|
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