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Assignment 1.

_C(z—a)(z+a) :CzQ—oz2 .
H(z) = C—aera)  Era eR.

The system is unique up to a constant.

b) RegionR; specifies the exterior of a circle so that) is causal. Causal
LTI systems are BIBO stable if and only if all poles ifsidethe unit circle.
Sincela| < 1, we conclude that the system is BIBO stable. When the region
of convergence ifRkR,, the interior of a circle)i(n) is anticausal and we
conclude that the system is BIBO stable when all polesdiside the unit
circle. Hence, in this case the system is unstable.

c) ROC|z| > a. Hence, we have a causal solution. Assumel. In that case
we have

1 - 1 (22 —a?)z"!
h(n) = %jéH(Z)Z dz = 2@_}% e dz,

whereC' is a counterclockwise closed contour in the region of caymece
|z| > a. Forn > 1, we have two poles insid€, so that

h(n) = Res H(2)2""' + Res H(z)z"*

zZ=aj z=—aj

= lim (2 — aj)H(2)2""' + lim (2 +aj)H(2)2"""
z——aj

z—aj

2 2\ ,n—1 2 2\ ,n—1

. z°—a’)z . z°—a’)z
z—aj z+a) z——aj zZ—aj

= (aj)" + (—aj)" = a"e’2" 4 a"e T2 = 24" cos(gn).
Forn = 0, we have poles at = 0, z = aj andz = —aj so that

h(0) = R_eos H(z)z~' +Res H(2)z~' + Res H(z)z*

2=aj 2——aj

2 g2 2 _ 2 2 _ 2

- lﬂ% 22 +a?  z—aj 2(2 4+ aj) N z——aj 2(z — aj)
=—-1+1+1=1.



d)

Note that the result fon = 0 can be found more easily using the initial
value theorem for causal sequences, that is,
h(0) = lim H(z) = 1.

ROC|z| < a. Hence, we have an anticausal solution. Assumsel and let
p = z~ L. In that case we have

1

h(n) = 27 b H(p)p " 'dp =

dp,

1 74 (p* —a™)p™"

27 p?+a?

where(C’ is a counterclockwise closed contour in the region of capwece
lp| > a~t. Forn < —1, we have two poles insid€, so that

h(n) = Res H(p)p_”_1+ Res H(p)p_”_1

p=a—1j p=—a~1lj
- P—lgI—llj(p a a_lj)H(p)p_n_l + p—>1i—1¢£1—1j(p * a_lj)H(p)p_n_l
= lim _(p2 — aiQ)p,inil — lim - aiQ)pinil
p—alj p+altj p——ali  p—a’lj
) ()
= —q"e 2" — glel2" = —2q" cos(gn).

This result could be obtained directly from c) since

—1 [ (PP —a?)p !
h(n) = d
(n) 27g 7{/ p?+a? P

is exactly the same expression as we found in ¢) except fonaswsign and
we have to replace by —! andn by —n. Hence we have

h(n) = —2(a1) cos(g(—n)) = —2a" cos(gn).

Similarly, forn = 0 we then havé,(0) = —1. This result could also be
obtained from the initial value theorem for anticausal ssmpes

h(0) = lim H(z) = —1,

z—0

or via contour integration where for = 0, H(p) has three poles at =
0,p=a"tjandp = —a~'j.



Alternative solution: Partial-fraction expansion

H(z) 22— a? A A*

z 222 +a®)  z—aj +z—|—aj * z
The constantsl and B are found by

H 2 2
A= tim (2 — ) ) _ gy 220
z—aj Z z—aj Z(Z + aj)

2 2

) z . zZf—a

B =1limz ():hm = -1
z—0 z 2—0 22 4+ a2

and we conclude that

Y

Hiz)= ——+ = 1
z—a) z+aj

c) ROC|z| > a. By table lookup (see Table 3.3, p. 170) we find that

z 1 z
R

so that
h(n) = ((ag)" + (=aj)") u(n) — 6(n)
= (a"e’3" +a"e™2") u(n) — 3(n)

= 2a" cos(gn)u(n) —d(n).

d) ROC|z| < a. By table lookup we find that

Z 1 z
—a"u(—n —1) Ty 2| <«

so that

h(n) = (= (aj)" = (=aj)") u(=n — 1) = d(n)

= —2a" cos(gn)u(—n — 1) —4(n).



Assignment 2:

X.(f) :/ ale L o < 1.
0

Sincea! = (@) = et e have

Xa(f) _ / ef(j27rfflna)tdt
0

—1 6—(j27rf—lna)t o0
ji2rnf —Ina 0
1

j2rf —Ina’

b)

f(Hz)

Figure 1: Magnitude spectrum of,(f).

so thats = ao’s.



d)
1 1
A _
X(f) - 1 . /Be—jQTrf/ - 1 _ OéTse_JQﬂ—f,
1
[~ o G2/ Toha)

In terms of the frequency = [ f;, this becomes

f(Hz)

_fs

Figure 2: Magnitude spectrum of (f).

Note that whenf, > 1, and thus/; < 1, we can accurately approximate
the terma’= by its first-order Taylor series expansion given by

a* ~1+T,Ina,

so that

1 1 —fs

Tioan 1—-(1+TsIna) " hha

X(O) = sta(O)>

as expected.

f) Since X, (f) is not bandlimited, we cannot recovey,(¢) out of its samples
g) Sincez,(t) has infinite supportg,(¢) cannot be recoverd from its peri-

odic extension so that it isot possible to recovek (f) out of its samples
X(%k).



Assignment 3:

z—1 1—27t _bo+blz*1
z—a l—az! 14azt’

H(z) =

Hencepy = 1,b; = —1 anda; = —a.
b) We have a zero at= 1 and a pole at = «.

im(z)

Figure 3: Pole-zero map df (z).

c) Since the system is causal, the system is BIBO stable ibahdif the pole
z = a lies inside the unit circle. Hency| < 1.

d) Since the system has a zerosg at 1, the magnitude response will be zero
atw = 0. It reaches a maximum at frequency= = of

" =1 |—1-1] 2
leim —a|  |—1—a] 14a

Note that in case ~ 1, we have

el

e —al”

|H(w)] 1,

for w not too close to zero. The phase response is given by
ZH(W) = Z(e¥ —1) — Z(e — a).
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Figure 4: Magnitude response Hf(w).

We have atv = 0" that
LH(0Y) = g —0=

and atv =0~

At w = 7 we have
ZHO)=7m—m=0.
Note that in case ~ 1, we have
ZH(w) =2 —1)— Z(e! —a) =0,

for w not too close to zero.

ZH(w)

Figure 5: Magnitude response Hf(w).



e) The impulse impulse is obtained by inveSdransformation. This can be
done, for example, using contour integration:

1 1 — 1)zt
h(n) = 2—74 H(z)2" 'dz = 5 7! (2= 1)z dz,
Ty JcC c

mj z—a

whereC' is a counterclockwise closed contour in the region of cayeece
|z| > a. Forn > 1 we have one pole at= «a so that

zZ—a

h(n) = Res H(z)z""' =lim(z — 1)z""" = (a — 1)a" ",
andh(0) is most easily found by the initial value theorem

h(0) = lim H(z) = 1.

zZ—00

Alternatively, we could have solved this problem using ijaédftaction ex-
pansion. In that case we have
H(z) z—1 A B

z  zz—a) z z—a
where
) z z—1 _
A=limz = lim =a!,
z—0 z z—02 —
) z .oz —1 _
B =lim(z — a) >:hm =1—al,
zZ—a z zZ—a ya
so that

z

Hz)=a'+(1—-al)

z—a

The inverse transform is then obtained by table lookup (sd#€T3.3, p.
170):

h(n) =a'd(n) + (1 —a a"u(n).

f) We have



9)

with (see Table 3.3, p. 170)

z
z—1

X(z) =

The inverse transformation can be found by, for examplgjgddraction
expansion:

Y(z) z-1 1 1

Y

z 2—a z2—1 z2—a
and we conclude that
z

Y(2)= po 12| > a AN y(n) = a"u(n).

Sincey(n) = yu(n) + yss(n), with

Yss = lim y(n) =0,
we conclude thaj,, (n) = a™u(n). Thisis to be expected sine¢n) = u(n)
is a suddenly applied signal with frequency= 0 (DC component). Since
the system has a zeroat 1, the magnitude response has a zero at 0,
and we conlcude that the steady-state respgn&e) will be zero.

The zero-input respongg;(n) in this case is zero since the system is ini-
tially in rest. Hencey,s(n) = y(n) = a"u(n).



