
E x a m A d v a n c e d P r o b a b i l i t y T W 3 5 6 0 

4 t h J u n e 2 0 1 7 , 13:30-16:30 

• T h e e x a m is a closed b o o k exam. Y o u m a y use a s imple non-g raph ica l ca lcu la tor . 

• A l l so lu t ions should be we l l -documen ted and exp la ined . 

• I n the f i r s t p a r t there are 5 quest ions. E v e r y correct answer gives 1 p o i n t , y o u can reach 

m a x i m a l l y 5 po in t s . 

• T h e s e c o n d p a r t w i l l be considered i f i n the f i r s t p a r t the s tuden t scored more t h a n 3 

po in t s . For the second p a r t the p o i n t s are d i s t r i b u t e d as fo l lows : 

Exercise 1 Exercise 2 Exercise 3 Exercise 4 

Po in t s 2-1-1-2 3-2-2-2 2-3-2 1-2-2-3 

• T h e t o t a l n u m b e r o f po in t s is 35. T h e grade is ca lcu la ted i n t he f o h o w i n g way: 

/ 1 \ 
grade = m i n — (f tpoints) -|- bonus p o i n t , 10 . 

P a r t I (5 P.) 

I n d i c a t e i f t he f o l l o w i n g s ta tements are t r u e or false and e x p l a i n why . 

1. L e t A be a non-negat ive r a n d o m var iab le t h e n t he expected value is de f ined as 

E ( A ) = i n f { E ( y ) ; y < A ; Y s i m p l e } . 

2. L e t ( A „ ) „ > o be a M a r k o v cha in o n some countab le space E and t r a n s i t i o n m a t r i x P 

{p{x,y))x,y&E t h e n 

3. L e t A — > X i n p r o b a b i l i t y and A — > 1 i n d i s t r i b u t i o n t h e n A 7^ 1 a.s. 
n—>-oo n—i.00 

4. Consider a M a r k o v cha in ( A „ ) „ > o o n E w i t h some i n i t i a l d i s t r i b u t i o n u and t r a n s i t i o n 

p robab i l i t i e s p{x,y) fo r ah x,y e E. T h e n f o r aU x,y G E 

keE 

5. T h e charac ter i s t ic f u n c t i o n ( f x o f a n o r m a l var iab le w i t h m e a n 2 and var iance 1 is 
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Part I I 

Exercise 1 (6 P.) 
Let {Xn)n>o be a Marlcov chain with transition matrix 

P 

1 1 1 
4 f 2 

0 i i 
1 Ï Ï L3 3 3¬

1. Find all stationary distributions and draw the transition diagram. 

2. The chain starts in i = 1. What is the expected number of steps before it returns to 1? 

3. Compute F{X4 = 1,^2 = l\Xo = 3). 

4. Each time the chain visits the state i = 1, 1 Euro is added to an account and 2 Euros for 
visiting the state i = 2 and nothing in the state 3. Estimate the amount of money on the 
account after 1000 transitions. 
(Hint: You may use the law of large numbers for Markov chains as a good approximation: 
Let 5 be a finite state space, (X„)„>o an irreducible Markov chain and ƒ a bounded 
function. Then 

N-l 

N^co iV ^ — ' 
n=0 ies 

where a is the stationary distribution. 

Exercise 2 (9 P.) 
Let {Zn)n>i be a sequence of independent random variables such that for j = 1,2,... we have 
for some constant a G (1,1.5) 

r{Zj = f ) = nzj = - f ) = Jr'̂ "-'̂  

and 

p(z, = 0) = i - - r ' ^ ' ^ - i ) . 

1. State and veriiry the Lyapunov conditions. 

2. Does there exist sequences of real numbers (a„)„>i and (&n)„>i such that 

YTj^iZj-an 
7 ^ ^ 

Ö„ n-S-cx) 

in distribution where Z A^(0,1)? 

3. Let now {Zn)n>i be i.i.d. random variables. State the assumptions ofthe classical central 
Umit theorem (CLT) for i.i.d. random variables. 

4. Show that the classical CLT imphes the CLT of Lindeberg-Lévy-Feller. 
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Exercise 3 (7 P.) 
A car insurance provides collision coverage above 300 Euros deductible (amount which has to 
be paid by the insurerer) up to a maximum of 2500 Euros. Let X denote the amount of possible 
collision damage of the car. Assume that X has density 

1. Write the payout Y of an insurance policy per pohcy claim in terms of X. 

2. Determine the density of Y and compute the expected payout. 

3. We consider a second policy which provides a standard payout of 200 Euros if there are 
more than 2 claims in a period and Y if there is 1 claim in a period. The probability that 
there is 1 claim in a period is equal to | and more than 1, 
Compute the expected payout in a period. Which policy provides the larger average 
payout? 

Exercise 4 (8 P.) 
Let {Xn)n>i be a sequence of independent exponential random variables with parameter a > 0 
and {Yn)n>i a sequence of independent uniform random variables on [0,1]. 

1. Let e > 0, compute ¥{aXn > elog(n)). 

2. Show that 

P{aXn > elog(n)) = 
0 if e > 1 

1 i f e < l . 

3. Prove that almost surely 

hm sup - — ^ = —. 
n ^ o o log(nj a 

4. Denote by M„ := m i n ( y i , S h o w that in distribution 

nMn W 

where W ^ Exp{l). 
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