Solutions to Exam April 2016

Part I

1.

No in general, only if the events are independent. This is part of Borel-
Cantellis theorem.

. Yes, this is part of theorem 10.1.1 about equivalences of weak conver-

gences.

No not in general, if a chain is irreducible and aperiodic then there is a
unique stationary measure.

Yes, Chebyshevs inequality is a generalization.

Yes, convergence almost surely implies convergence in probability which
implies convergence in distribution.

Part 11

Exercise 1

1.

This is a Markov chain since the choice of choosing the next city does not
depend on how many different cities were visited before. The state space
is S = {1,...,m} and the transition probabilities

) . L if j =1
P(Xpp1 = j[Xn = 1) = {ﬁ_i =i+l

m
and 0 otherwise.

Once the chain goes to the next state it never goes back, hence the chain
is not irreducible. The state m is absorbing so recurrent and the other
ones are transient. The period is 1 for all states, it is possible to reach
each state in 1 step.
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71 = 0 for m = 1 and for m = 2 the 7o is distributed according to a
geometric distribution with parameter % After visiting the first city the
traveller has of probability of % to visit the second city on the next day

etc.
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. For m > 1 write 7, as

Tm =714+ (T2 —71) + .. + (Trn — Ti—1)

Tk — Tk—1 1S the waiting time until a never visited city has been visited
provided that k cities were visited before. As in (4) this is geometric

: . m—k _ m—1 m
random variable with parameter ™—=, so E(7,,) = >, =, —"¢.




6. We solve the system and get m, =0 for k =1,...,m — 1 and m,, = 1 since
m is absorbing, we have that lim, ., P(X, = i) = ;.

Exercise 2

1. One possibility is let f denote the density of the Gaussian variable

Pz 0) = [ )= 150 - [ i i
and
POX20) > L) = o [ @ =Lf) — P02 )

which yields the bound

2. Remark that we have P(S,, > an) = (1 + en)#e_"é as soon as
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~log (V2mn - P(S, 2 en)) = =5+ o(n) (1)

n
and o(n) := %bg(l + €,) which goes to 0 as n — oco. From point 1 we
have that
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P(S, > nz) < L e_n<7+lg7) = 1 e—"(7+0(n))
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and we can see that (1) is satisfied.
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3. Use point 2 and calculate

1 1 2 2
- log(P(S,, > zn)) = - (log(l + e,) — log(V2mn) — né) = —%

4. From a simple calculation we get A(t) = % Call g(t) = tx — £ then the

2
maxima are given by x = ¢ (take the derivative of g), then A*(z) = “—22

Exercise 3

1. For = 0, we know that due to the CLT P(S, > 0) — 1 as n — oo,
hence the lhs of equation (1) is going to 0, from the definition I(0) = 0.
For x > 1, we have P(S,, > n) = 0 so log(P(S, > 0)) = —oc0. For z =1
we have P(S,, = n) = 27" so the Lh.s. equals —log(2) = —1I(1).

2. The distribution of % is Bin(%,n) on {0,...,n}, hence

sz -p (2= 8 ()

k>n(1+x)/2




3. For k > 5, the map k ( ) is monotonically decreasing.The lower bound
is tr1v1al since we are summing over k, for the upper bound consider that
we have at most n summands (even less!).

lim 1 log(Qn(x)) = lim 1 log ( n! )

n—o0o M n—oo 1 an(m)‘ . (TL - an(x))'
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= l1m — 10

i35 n B\ G @@ (1 — an (@)@
= —I(z) + log(2)

5. Point 3 4+ 4 imply the claim of the proof. It means asymptotically that
P(S, > nz) ~ e (@),

6. The cumulant generating function is equal to A(t) = log(cosh(t)). We
define g(t) = tz — log(cosht) and determine the maxima at = tanh(t)

or for t = tanh™'(z) = 1 log (1'””) Thus

N() = 1o (157 )~ los(=) ~ lon( =)

simplifying yields the claim.

7. Let Y; denote a large claim. It appears with probability %

30
P <ZYZ > 15) ~ e 301(3) oy 30013 _ () 19,
i=1

Exercise 4

1. The law is equal to

1 1 1 1
HX = S H0,0% + gExp(1/4) + gGeo (3)

The mean is equal to

1 1 1 11

and variance
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2. The CLT can be applied, so ﬁ(&l — n%) converges to a standard

normal variable.

3. If 0 = 2, then Var(X) = 42 = 11.80.
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> ~P(Z >048)=0.31
104/11.80 10+/11.80 ) ( )



4. We can use Berry-Esséen

3E(|X1—E(X1)[?)
o3y/n ’
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The first integral is equal to

1 /> 11)° 1 [ 1\*1 1 11\°
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E>2
= 0.44 + 80.93 + 8.79 = 90.16

and the second to

1 1% 3 1 1% 11 51 . 1/11

=14.52+0.21 4+ 0.03 = 14.76

hence the error is 3'21?941'32 = 3.93, big!

. The law is N(3_1_,i72,0%). We will show that Y, is a Cauchy-sequence,
ie. foralle>0
lim P(sup |Y,, —Y,,| >¢) =0,

n—oo m>n

indeed since Y,, is increasing,

E(s Yo —Yul) _EQCZ, Ui-2) 1.
B(sup [Va—Yin| > €) < 0Pz o = ¥nl) Bz Oim) _ Lgm o
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i=n

which is going to 0 since the series is convergent.
. We can compare the average energy consumption. For factory 1 it is

20 - 4L = 36.66 and for the factory 2 we have E(Y39) = 0.56 (you can also
use bounds for Y39), so much smaller consumption.
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