










Solutions to Midterm TW2080

Rik Lopuhaä

1. (a) This is Exercise 2.3.

The distribution function of the exponential distribution with parameter λ > 0 is

Fλ(y) = 1− e−λy = F1(−λy), y ≥ 0

where
F1(x) = 1− e−x, x ≥ 0

is the distribution function of the standard exponential distribution with λ = 1.
This means that Fλ(y) is of the form

Fa,b(y) = F1

(
y − a

b

)
,

with a = 0 and b = 1/λ. Hence, the exponential distribution with parameter
λ > 0 belongs to the location-scale family {Fa,b : a ∈ R, b > 0} associated with the
standard exponential distribution.

(b) This Example 2.8.

Let Q denote the quantile function corresponding to Fλ. Because Fλ is strictly
increasing on [0,∞) and continuous, for α ∈ (0, 1), Q(α) is equal to the value x
such that Fλ(x) = α. For α ∈ (0, 1), we have

Fλ(x) = α ⇔ 1− e−λx = α ⇔ e−λx = 1− α ⇔ x = − 1

λ
log(1− α).

This means that the quantile function corresponding to Fλ is given by

Q(α) = − 1

λ
log(1− α), α ∈ (0, 1).

2. (a) This is Exercise 3.3 and feedback assignment Week 3.

The estimator cX(n) is unbiased for θ, if

Eθ[cX(n)] = θ, for all θ > 0.

This means that the estimator cX(n) is unbiased for θ, if

θ = Eθ[cX(n)] = cEθ[X(n)] =
cn

n+ 1
θ, for all θ > 0.

Therefore, the estimator cX(n) is unbiased for θ, if c = (n+ 1)/n.
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(b) We have

MSE(θ; cX(n)) = var(cX(n)) +
(
Eθ[cX(n)]− θ

)2

= c2var(X(n)) +
(
cEθ[X(n)]− θ

)2
.

When we insert the expressions for var(X(n)) and Eθ[X(n)], we find

MSE(θ; cX(n)) = c2
nθ2

(n+ 2)(n+ 1)2
+

(
c

nθ

n+ 1
− θ

)2

= θ2
nc2

(n+ 2)(n+ 1)2
+ θ2

(
cn

n+ 1
− 1

)2

(c) Hence, we must minimize

c 7→ nc2

(n+ 2)(n+ 1)2
+

(
cn

n+ 1
− 1

)2

Differentiation with respect to c gives

2cn

(n+ 2)(n+ 1)2
+ 2

(
cn

n+ 1
− 1

)
n

n+ 1
=

2cn

(n+ 2)(n+ 1)2
+

2cn2

(n+ 1)2
− 2n

n+ 1
.

Setting this equal to zero and solve for c, is equivalent with solving

c

(n+ 2)(n+ 1)
+

cn

(n+ 1)
= 1 ⇔ c(1 + n(n+ 2)) = (n+ 2)(n+ 1)

⇔ c(n+ 1)2 = (n+ 2)(n+ 1)

⇔ c =
n+ 2

n+ 1

To see that this is a minimum, compute the second derivative with respect to c:

2n

(n+ 2)(n+ 1)2
+

2n2

(n+ 1)2
> 0,

so that c = (n+ 2)/(n+ 1) minimizes the mean squared error of cX(n).

3. (a) This is Exercise 3.10.

We set-up the loglikelihood

logL(θ;X1, . . . , Xn) = log

(
n∏

i=1

θXθ−1
i

)
= n log θ + (θ − 1)

n∑

i=1

logXi

To find the maximizer, we differentiate with respect to θ and set it equal to zero:

dL

dθ
=

n

θ
+

n∑

i=1

logXi = 0 ⇔ θ = − n∑n
i=1 logXi

To see whether this is a maximum, take the second derivative:

d2L

dθ2
= − n

θ2
< 0,
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which means that it is a maximum, so that the maximum likelihood estimator for
θ is given by

θ̂ = − n∑n
i=1 logXi

.

(b) This is Exercise 3.10(i) and 3.33(i).

We first determine the expectation of the Xi:

EθXi =

∫ 1

0
xθxθ−1 dx = θ

∫ 1

0
xθ dx = θ

[
xθ+1

θ + 1

]x=1

x=0

=
θ

θ + 1

Next, we find the method of moments estimator, by setting the expectation equal
to the sample mean and solve for θ:

X = EθX1 =
θ

θ + 1
⇔ (θ + 1)X = θ ⇔ X = θ(1−X) ⇔ θ =

X

1−X
.

The method of moments estimator is given by X/(1−X).

4. This is Example 3.39.

(a) The posterior density is given by

pΘ=θ|X=x(θ) =
pθ(x)π(θ)∫ 1

0 pϑ(x)π(ϑ) dϑ

where π(θ) = 6θ(1− θ), for θ ∈ [0, 1], and

pθ(x) =

n∏

i=1

θ(1− θ)xi−1 = θn(1− θ)
∑

n

i=1
xi−n = θn(1− θ)n(x−1)

This leads to

pΘ=θ|X=x(θ) =
θn(1− θ)n(x−1) · 6θ(1− θ)

∫ 1
0 pϑ(x)π(ϑ) dϑ

=
θn+1(1− θ)n(x−1)+1

C(x1, . . . , xn)

This density is proportional to θα−1(1−θ)β−1, with α = n+2 and β = n(x−1)+2,
and must therefore be a beta(α, β) distribution, with α = n+2 and β = n(x−1)+2.

(b) The Bayes estimator is the expectation of the posterior distribution (Theorem
3.36). If follows directly from part (a) and the distribution-sheet that the Bayes
estimator is given by

T (X) =
α

α+ β
=

n+ 2

nX + 4

When n → ∞, then

T (X) =
n+ 2

nX + 4
=

1 + 2/n

X + 4/n
→ 1

X
.

3



5. (a) This is Example 4.6.

According to the law of large numbers, X will be close to the expectation of the
Xi’s, which is µ. Therefore, small values of T = X are in favor of H0 : µ ≤ 0,
and large values of T = X are in favor of H1 : µ > 0. This means that we
reject H0 : µ ≤ 0 for large values of T = X, so that critical region is of the form
KT = [cα0

,∞).

(b) This is similar to Example 4.12; see also Exercise 4.10.

The size of the test is given by

α = sup
µ≤0

Pµ (T ∈ KT ) = sup
µ≤0

Pµ

(
X ≥ cα0

)
.

Because X ∼ N(µ, 1/n), it follows that
√
n(X − µ) ∼ N(0, 1). Therefore

Pµ

(
X ≥ cα0

)
= Pµ

(√
n(X − µ) ≥

√
n(cα0

− µ)
)

= P
(
Z ≥

√
n(cα0

− µ)
)
, Z ∼ N(0, 1)

= 1− Φ(
√
n(cα0

− µ))

which is increasing in µ. As a consequence

α = sup
µ≤0

Pµ (T ∈ KT ) = Pµ=0

(
X ≥ cα0

)

= Pµ=0

(√
nX ≥

√
ncα0

)
= P

(
Z ≥

√
ncα0

)
, Z ∼ N(0, 1)

= 1− Φ(
√
ncα0

).

(c) This is similar to Example 4.12; see also Exercise 4.10.

We must choose cα0
such that the size of the test is less than α0, i.e.,

1− Φ(
√
ncα0

) ≤ α0 ⇔ Φ(
√
ncα0

) ≥ 1− α0.

A simple picture of the density of the N(0, 1) distribution shows that

Φ(
√
ncα0

) ≥ 1− α0 ⇔
√
ncα0

≥ ξ1−α0
⇔ cα0

≥ ξ1−α0
/
√
n.

Since, the critical region is supposed to be chosen as large as possible, this means
that cα0

= ξ1−α0
/
√
n.
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QUESTION 1

library(car)

library(MASS)

1A

summary(States$percent)

## Min. 1st Qu. Median Mean 3rd Qu. Max.

## 4.00 11.50 25.00 33.75 57.50 74.00

length(States$percent[States$percent<=60])

## [1] 42

The minimum percentage is 4 and the maximum percentage is 74. There are 42 states with a percentage less

than 60%

1B

par(mfrow=c(1,2))

hist(States$SATV)

qqnorm(States$SATV)

qqline(States$SATV)
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Histogram of States$SATV
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par(mfrow=c(1,1))

1C

mean(States$SATV)

## [1] 448.1569

var(States$SATV)

## [1] 949.9349

The sample mean of SATV is 448.1569 The sample variance of SATV is 949.9349

(D)

boxplot(split(States$dollars,States$region))
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MA has the highest amount of dollars spend. In the help-file of States, one can see that MA stands for

Mid-Atlantic.

(E)

plot(States$dollars,States$pay)
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## [1] 0.8476737

The sample correlation coefficient is 0.8476737

QUESTION 2

(2A)

popmilion=States$pop/1000

hist(popmilion,prob=TRUE)

Histogram of popmilion
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(2B)

ML=fitdistr(popmilion,densfun="gamma")$estimate

ML

## shape rate

## 1.1435853 0.2345035

The maximum likelihood estimator for the shape parameter is 1.1435853 The maximum likelihood estimator

for the rate parameter is 0.2345035

(2C)

hist(popmilion,prob=TRUE)

n=length(popmilion)
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xas=seq(0,30,length=1000)

lines(xas,dgamma(xas,shape=ML[1],rate=ML[2]))

Histogram of popmilion
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QUESTION 3

Preparation for the simulation

est1=numeric(1000)

est2=numeric(1000)

for (i in 1:1000){

xdata=runif(50)

est1[i]=max(xdata)

est2[i]=2*mean(xdata)

}

boxplot(est1,est2)
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1 2

0
.8

1
.0

1
.2

var(est1)+(mean(est1)-1)^2

## [1] 0.0007516543

var(est2)+(mean(est2)-1)^2

## [1] 0.006682353

The mean squared error of the maximum is 0.0008336496 The mean squared error of two times the sample

mean is 0.006996427. The MSE of the second estimator is a factor 8 times higher, so one should prefer the

first estimator.
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